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1. Answer all questions on the separate answer sheet.
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3. Do not use the left side margin of the exam paper. This must be allowed for the examiner.
4. No books, notes and other additional aids are allowed.
5. Mark all answers clearly with their respective question numbers.
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1. Non-Programmable Calculator
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This paper consists of 3 pages including this front page.

## Part I: True or false questions.

For each of the following questions, state whether it is true or false. Justify your answer.

1. The map $T: \mathbb{R}^{3} \rightarrow \mathbb{R}^{2}$, defined by $T(x, y, z)=(x+y+2, y+z)$ is not a linear transformation.
2. If A and B are similar matrices then there exists an invertible matrix P such that $\mathrm{AP}=$ BP.
3. For an $n \times n$ matrix A , the geometric multiplicity of each eigenvalue of A is less than or equal to the algebraic multiplicity.
4. The index and signature of the quadratic form $q(x, y, z)=3 x^{2}-4 x y+6 y^{2}+4 y z-7 z^{2}$ are respectively 3 and 2.
5. If q is a quadratic form on a vector space V , then $q(-\alpha)=-q(\alpha)$.

## Part II: Work out problems.

1. Let V and W be vector spaces over a field K and let $\mathrm{T}: \mathrm{V} \rightarrow \mathrm{W}$ be a mapping. State what it means to say T is linear transformation.
2. Let T be the mapping $T: P_{3} \rightarrow P_{2}$ defined by $T\left(a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}\right)=2 a_{1}-a_{2} x^{3}$. Then
(a) show that T is linear.
(b) find a basis for the kernel of T .
3. Let V be the vector space of functions with basis $S=\left\{\sin 2 t, \cos 2 t, e^{-3 t}\right\}$ and let D: $V \rightarrow V$ be the differential operator defined by $D f(t)=\frac{d}{d t} f(t)$. Find the matrix representing D in the basis S .
4. Let A and B be $n \times n$ similar matrices.Then prove that A and B have the same determinant.
5. Consider the bases $\mathcal{B}=\{(1,0,0),(0,1,0),(0,0,1)\}$ and $\mathcal{C}=\{(1,0,1),(0,1,1),(1,1,0)\}$ of $\mathbb{R}^{3}$.
(a) Find the change of basis matrix $P_{\mathcal{C} \leftarrow \mathcal{B}}$ from $\mathcal{B}$ to $\mathcal{C}$.
(b) Use the result in (a) and to compute $[v]_{\mathcal{C}}$ where $v=(1,3,5)$.
6. (a) Show that $\lambda=4$ is an eigenvalue of the matrix $A=\left(\begin{array}{lll}1 & 0 & 3 \\ 2 & 2 & 1 \\ 3 & 0 & 1\end{array}\right)$ and find an eigenvector corresponding to this eigenvalue.
(b) Show that $\mathrm{v}=\left(\begin{array}{c}2 \\ -1 \\ 1\end{array}\right)$ is an eigenvector for the matrix $\mathrm{A}=\left(\begin{array}{ccc}3 & 0 & 0 \\ 0 & 1 & -2 \\ 1 & 0 & 1\end{array}\right)$ and find the corresponding eigenvalue of A .
7. (a) Consider the bilinear form f on $\mathbb{R}^{2}$ defined by $f\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=2 x_{1} x_{2}-3 x_{1} y_{2}+$ $4 y_{1} y_{2}$. Find the matrix A of f relative to the basis $\mathrm{B}=\{(1,1),(-2,1)\}$.
(b) Show that $q(x, y)=x^{2}+2 x y+y^{2}$ is a quadratic form on $\mathbb{R}^{2}$.
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